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OpenCL

• Open Computing Language

• Heterogeneous Platform

• GPU, CPU, FPGA, etc

• c.f CUDA
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Artificial Neural Network
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Backpropagation

• Error (mean-squared-error, MSE) 
minimization

• Gradient descent method

•

  

Backpropagation

● Gradient descent

● Partial derivative of 
MSE (mean 
squared error) 
regarding each 
weight

http://www.reocities.com/ResearchTriangle/3626/backprop.htm
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Workflow

  

Work flow of FANN
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Parallelization using OpenCL

  

Parallelization

Start

Malloc arrays containing 
layers, neurons, weights, 

connections

Read data from text file
Arrange it into arrays

Initialize properties
of set of neurons

Calculate 
values of 

all neurons

Calculate
MSE

Back-
propagation

Calculate
gradient
Update 
weights

Test

Save network Free malloc’ed objects

Is the
error
zero?

Finish

data[1] Get value, calculate MSE, backpropagate

data[2] Get value, calculate MSE, backpropagate

... (Parallelized)

data[num_data] Get value, calculate MSE, backpropagate
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Speedup
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Outlook & Todo

• Application to low-latency Data Quality Check pipeline 

• Retraining of the ANN

• GA+ANN : to overcome slow-convergence of GA

• parameter search

• large population

• GPU acceleration
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